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Learning-Based Optimal Cooperative Formation
Tracking Control for Multiple UAVs:

A Feedforward-Feedback Design Framework
Boyang Zhang , Maolong Lv , Shaohua Cui , Xiangwei Bu , and Ju H. Park , Senior Member, IEEE

Abstract— Notwithstanding the successful design of state-of-
the-art cooperative control protocols to accomplish formation
tracking for multiple unmanned aerial vehicles (UAVs), the
assurance of performance optimality cannot be guaranteed in
the face of complex disturbances affecting these multi-UAV
systems. In order to surmount this challenge, this research
endeavor aims to establish a feedforward-feedback learning-
based optimal control methodology to facilitate cooperative UAV
formation tracking in the presence of intricate disturbances.
To be more precise, by leveraging backstepping-based feedback
control, the problem of UAV formation tracking is transformed
into an equivalent optimal regulation problem. Consequently,
a learning-based feedforward control scheme is devised, wherein
the cooperative policy iteration algorithm is formulated based on
a two-player zero-sum game. The critic-only echo state network
(ESN) is employed to approximate the optimal feedforward con-
trol policies, with the inclusion of an online adaptive tuning law
and compensation terms to alleviate the persistence of excitation
condition and eliminate the need for an initial admissible control.
As a result, the closed-loop stability is guaranteed in terms of
uniformly ultimately boundedness for tracking errors and ESN
weights.

Note to Practitioners—In real-world scenarios, the flight of
multiple UAVs is invariably affected by intricate disturbances,
resulting in compromised tracking precision. There is an urgent
need to enhance resistance to disturbances and ensure optimal
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performance for cooperative formation tracking of multiple
UAVs. Beyond the capabilities of model-based controllers, the
integration of reinforcement learning has shown promise in
achieving robust control actions. By introducing the cooperative
policy iteration algorithm based on a two-player zero-sum game,
the tracking performances of UAV formation can be further
optimized. In order to facilitate the practical application of
reinforcement learning in UAV systems, our proposed algorithm
addresses the persistency of excitation condition by incorporating
innovative compensation terms into the ESN tuning law. Further-
more, we resolve the requirement for initial admissible control
by introducing a novel piecewise compensation term into the
ESN tuning law, which is based on a newly proposed Lyapunov
function.

Index Terms— Feedforward-feedback learning-based control,
two-player zero-sum game, unmanned aerial vehicle formation
tracking.

I. INTRODUCTION

IN RECENT years, the utilization of unmanned aerial
vehicle (UAV) formations has proven successful in various

applications such as load transport [1], surveillance [2], and
target enclosing [3]. Numerous formation control method-
ologies have been proposed to address these applications.
For instance, in [4], a decentralized sliding mode controller
was introduced to achieve consensus in altitude and head-
ing angle for UAV formations. Reference [5] developed a
time-varying formation controller that leveraged local status
information sharing to solve the consensus control problem
in UAV formations. References [6], [7], [8], and [9] directed
their attention towards coordinated formation stabilization and
formation tracking of UAVs, considering fixed topologies and
switching topologies, respectively. However, it is important
to note that most existing results, including [4], [5], [6], [7],
[8], and [9], fail to guarantee performance optimality. Com-
plicating matters further, UAV formations are often exposed
to intricate disturbances [10], [11], [12], [13] when operating
in complex environments. This reality poses challenges to
ensuring optimality, thus greatly limiting the performance
of UAV formations. Consequently, there is a critical need
to pursue both optimality and robustness to achieve stable
formation control in the presence of complex disturbances.
This objective falls under the domain of mixed robust control
and optimal control [14], [15], [16], [17].

Primarily, the current focus in the realm of mixed robust
control and optimal control design lies in the framework
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of the two-player zero-sum game. This framework offers
a viable solution to the robust control problem, where the
controller acts as the minimizing player while the distur-
bance represents the maximizing counterpart [18], [19]. Recent
advancements have presented various approaches for address-
ing two-player zero-sum games through online learning of
control and disturbance policies [20], [21]. These methods
involve the adaptation of control and disturbance policies using
reinforcement learning, with neural networks employed to
identify the corresponding value function.

Reinforcement learning provides an optimal design tech-
nique for control systems [22]. Different from the tra-
ditional optimal control designs, controllers incorporating
reinforcement learning technique are capable of learning the
approximate solution to optimal control from the feedback
of surroundings [23], [24]. With respect to learning-based
optimal control designs [25], [26], [27], [28], [29], online
approximate solutions based on policy iteration are developed,
whereby the neural networks are deployed to approximate the
value function and control policy. This advantage has moti-
vated researchers to develop several learning-based control
approaches for the path planning [30], obstacle avoidance [31]
and resource allocation [32] of UAV formation.

Taking inspiration from foregoing literature, a feedforward-
feedback learning-based optimal control is developed for
multiple UAVs. The objective is to seek both the opti-
mality and robustness of cooperative formation tracking.
To this end, a backstepping-based feedback control tech-
nique is employed to transform the UAV formation tracking
problem into an equivalent optimal regulation problem. Sub-
sequently, a learning-based optimal control is derived by
utilizing a two-player zero-sum game framework based on
Echo State Network (ESN) approximation. The main contri-
butions of this paper can be summarized as follows:

• In response to the challenge posed by the inability of
most UAV formation control methods [4], [5], [6], [7], [8],
[9] to ensure performance optimality, a feedforward-feedback
learning-based optimal control scheme is devised. The pro-
posed control scheme addresses the complex disturbances
encountered in cooperative UAV formation tracking while also
guaranteeing performance optimality.

• In addition to the model-based backstepping con-
trollers [5], [6], [7], [8], [9], the integration of reinforcement
learning offers the potential to achieve robust control actions.
Through the introduction of the cooperative policy iteration
algorithm based on two-player zero-sum game, the tracking
performances of UAV formation are further optimized.

• In contrast to most learning-based control methods, such
as [25], [26], [27], [28], [29], [30], [31], and [32], which
satisfy the persistency of excitation condition by introducing
probing noise to the system dynamics or through a replay
strategy involving the collection and training of large amounts
of recorded data, our proposed algorithm takes a different way.
The proposed algorithm attempts to eliminate the persistency
of excitation condition by introducing innovative compensa-
tion terms into the ESN tuning law. Furthermore, our proposed
algorithm addresses the requirement for initial admissible
control by incorporating a novel piecewise compensation term

into the ESN tuning law, which is based on a newly proposed
Lyapunov function.

The rest of paper is organized as follows: Section II presents
the problem formulation and preliminaries. This is followed
by the presentation of feedforward-feedback learning-based
optimal control design in Section III. In Section IV, an ESN-
based approximation for the value function is provided. The
stability analysis is covered in Section V. Experiment and
simulation validations are discussed in Section VI. Section VII
draws the conclusion.

Notations: ℜ, ℜ
m and ℜ

m×n denote the real number, the real
m-vector and the real m ×n matric, respectively. |·| represents
the absolute value, ∥·∥ is the Euclidean norm of a vector or the
Frobenius norm of a matrix, tr(·), λmin(·) and λmax(·) denote
the trace, minimum and maximum eigenvalues of the matrix
respectively, In is a n × n identity matrix, operator ⊗ denotes
the kronecker product, and [· ; ·] is a two-vector concatenation
operation.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Algebraic Graph Theory Basics

Given a graph G = (V, E,A) to describe the connec-
tions among the multiple UAVs, it consists of nodes V =

{v1, · · · , vn} and the sets of edges E = {(i, j), i, j ∈

V, and i ̸= j}, and A = [ai j ] ∈ ℜ
n×n denotes the weighted

adjacency matrix of G. If there exists an edge between the
i th UAV and j th UAV, then ai j = a j i ̸= 0 and otherwise
ai j = a j i = 0. Moreover, the neighbors of i th UAV is denoted
by the set Ni = {v j : (v j , vi ) ∈ E}. The Laplacian matrix
is defined by L = D −A, where D = diag{d1, · · · , dn} with
di =

∑n
j=1 ai j . G is connected if there is a path from each

UAV to others.
For the sake of multi-task need, a switching graph is

considered for UAV formation. Specifically, define an infinite
sequence of time intervals

[
tk, tk+1), where t0 = 0 and 0 < tτ

≤ tk+1 − tk with tτ denoting the dwell time. The graph
keeps fixed during

[
tk, tk+1) and switches at time tk+1. Let

σ(t) : [0,+∞) → {1, 2, . . . , n} stand for a switching signal,
where n represents the number of all probable graphs. The
value of σ(t) is the index of switching topology. Define aσ(t)i j

as the weight of A for σ(t). Let N σ(t)
i , Gσ(t) and Lσ(t) be the

neighbor set, the topology, and the Laplacian matrix for σ(t),
respectively.

B. Problem Description

Consider a formation of N identical fixed wing UAVs.
By introducing the auxiliary dynamics with a path parameter
θi , the kinematic model for each UAV is expressed as [33],
[34] 

ẋ i = Vi cosψi cos γi + wxi

ẏi = Vi sinψi cos γi + wyi

żi = Vi sin γi + wzi

ψ̇ i = g tanφci
/

Vi

γ̇ i = κ(γci − γi )

θ̇ i = ϕi

ϕ̇i = µi

(1)
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where xi , yi and zi denote the position in the inertial frame,
Vi is the airspeed, ψi is the heading angle, γi is the air-relative
flight path angle. The control inputs are selected as φci and
γci , which represent the commands of roll angle and flight
path angle, respectively. wxi , wyi and wzi are complicated
unknowns along x−, y− and z− axes, respectively, µi is a
virtual control law to generate the path. Note that we follow the
coordinated turn assumption to achieve the motion of ψi . And
the dynamics of γi is described using a first-order system with
a time constant κ to accommodate the relatively slow response
set up by the autopilot. θi is a path parameter, which can be
any physical quantity, and we take θ̇ i = ϕi and ϕ̇i = µi .

Definition 1: (Cooperative UAV Formation Tracking) Mul-
tiple UAVs are said to achieve cooperative formation tracking
if

lim
t→∞

(
pi (t)−1 pi (t)− p0(t)

)
= 0 (2)

where pi (t) =
[
xi (t), yi (t), zi (t)

]T denotes the position of
the i th UAV, 1 pi (t) =

[
1xi (t),1yi (t),1zi (t)

]T represents
the relative position with respect to the virtual leader which
specifies the expected time-varying formation, and p0(t) is the
position of virtual leader, expressed as

p0(t) = { x0, y0, z0 ∈ ℜ|θ0 ∈ [θmin, θmax]

7→ x0 = rx (θ0), y0 = ry(θ0), z0 = rz(θ0)
}

(3)

where θ̇0 = f (θ0, t) with function f : ℜ
n

→ ℜ
n , θmin and θmax

are the minimum and maximum values of θ0, respectively.
From (2), define exi = xi −1xi − x0, eyi = yi −1yi − y0

and ezi = zi −1zi − z0. Taking the time derivative of exi , eyi

and ezi along (1) yields
ėxi = fxi (X i )+ wxi −1ẋ i

ėyi = fyi (X i )+ wyi −1ẏi

ėzi = fzi (X i )+ wzi −1żi

(4)

where fxi (X i ) = Vi cosψi cos γi −
∂x0
∂θ0
ϕ0, fyi (X i ) =

Vi sinψi cos γi −
∂ y0
∂θ0
ϕ0 and fzi (X i ) = Vi sin γi −

∂z0
∂θ0
ϕ0, X i =[

xi , yi , zi , ψi , γi , θ0, ϕ0
]T.

For the sake of simplification, let u1i = g tanφci
/

Vi and
u2i = κ(γci − γi ). Then the implementable control laws can
be calculated as φci = arctan

(
u1i Vi

/
g
)

and γci = γi + u2i
/
κ .

Define ei =
[
exi , eyi , ezi

]T, d i =
[
wxi , wyi , wzi

]T, ui =

[ui1, ui2, µ0]T and f i =
[

fxi , fyi , fzi
]T. It follows from (4)

that {
ėi = f i + d i −1 ṗi

ḟ i = Fi + Gi ui
(5)

where Fi = −

[
∂
(
∂x0
∂θ0

)
∂θ0

ϕ2
0 ,

∂
(
∂ y0
∂θ0

)
∂θ0

ϕ2
0 ,

∂
(
∂z0
∂θ0

)
∂θ0

ϕ2
0

]T

,

Gi =

 −Vi sinψi cos γi −Vi cosψi sin γi −
∂x0
∂θ0

Vi cosψi cos γi −Vi sinψi sin γi −
∂ y0
∂θ0

0 Vi cos γi −
∂z0
∂θ0

.

The objective of this paper is to design a feedforward-
feedback learning-based optimal control scheme such that the

Fig. 1. Configuration of feedforward-feedback control scheme.

multiple UAVs follow the virtual leader and maintain a pre-
scribed formation configuration in the presence of complicated
disturbances, while respecting the switching topologies Gσ(t).

III. FEEDFORWARD-FEEDBACK LEARNING-BASED
OPTIMAL CONTROL DESIGN

This section presents a mixed feedforward-feedback based
optimal control scheme to achieve the cooperative UAV forma-
tion tracking (see Definition 1) with complicated disturbances.
Firstly, the feedback control law, denoted by ua

i is designed
using the backstepping control method to obtain a new trans-
formed error dynamics. Subsequently, an optimal feedforward
control action, denoted by u∗

i is derived. As a result, the
mixed feedforward-feedback based control signal is given as
ui = ua

i + u∗

i . The overall control configuration is shown in
Fig. 1.

A. Backstepping-Based Feedback Control Design

A backstepping-based feedback control design is proposed
as follows:

Step 1: To carry out the controller design, some notations
are defined as follows: f̃ i = f i − f id , f id is the virtual
control such that f id = f a

id + f ∗

id , where f a
id is the feedback

virtual control and f ∗

id is the feedforward optimal term. Then
it follows from (5) that

ėi = f̃ i + f a
id + f ∗

id + d i −1 ṗi (6)

Consider the following Lyapunov function candidate

L i1 =
1
2

eT
i ei (7)

Take the time derivative of L i1 along (6) yields

L̇ i1 = eT
i

(
f̃ i + f a

id + f ∗

id + d i −1 ṗi
)

(8)

The feedback virtual control f a
id is chosen as

f a
id = − k2i

∑
j∈N σ(t)

i

aσ(t)i j

(
ei − e j

)
− k1i ei +1 ṗi (9)

where k1i and k2i are positive design parameters.
Substituting (9) into (8) gives

L̇ i1 = − k2i eT
i

∑
j∈N σ(t)

i

aσ(t)i j

(
ei − e j

)
+ eT

i f̃ i

− k1i∥ei∥
2
+ eT

i d i + eT
i f ∗

id (10)
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Step 2: Choose the following Lyapunov function candidate

L i2 =
1
2

f̃ T
i f̃ i (11)

As shown in Fig. 1, the control input ui is taken as ui =

ua
i + u∗

i . The time derivative of L i2 along (5) is

L̇ i2 = f̃ T
i

{
Fi + Gi

(
ua

i + u∗

i

)
− ḟ id

}
(12)

The feedback control ua
i is designed as

ua
i = − k2i Gi

−1
∑

j∈N σ(t)
i

{
aσ(t)i j

(
ei − e j

)
+ aσ(t)i j

(
f̃ i − f̃ j

)}

− k2i Gi
−1 f̃ i

∥ f̃ i∥
2 eT

i

∑
j∈N σ(t)

i

aσ(t)i j

(
f̃ i − f̃ j

)
− Gi

−1(Fi + k3i f̃ i + ei − ḟ id
)

(13)

where k3i is a positive design parameter.
Substituting (13) into (12) yields

L̇ i2 = − k2i f̃ T
i

∑
j∈N σ(t)

i

{
aσ(t)i j

(
ei − e j

)
+ aσ(t)i j

(
f̃ i − f̃ j

)}
− k2i eT

i

∑
j∈N σ(t)

i

{
aσ(t)i j

(
f̃ i − f̃ j

)}
− k3i

∥∥ f̃ i

∥∥2
− f̃ T

i ei + f̃ T
i Gi u∗

i (14)

Theorem 1: Given the error dynamics (5), define the aug-
mented control input vector τ i =

[
f T

id , uT
i

]T
such that τ i =

τ a
i + τ ∗

i , where τ a
i =

[
f aT

id , uaT
i

]T
is the augmented feedback

control input in (9) and (13), and τ ∗

i =
[

f ∗T
id , u∗T

i

]T
is

the augmented feedforward control action which optimally
stabilizes the transformed error dynamics

ℑ̇i = C iτ
∗

i + K i d i (15)

where C i =

[
13×3 03×3
03×3 Gi

]
, K i =

[
13×3
03×3

]
and ℑi =[

eT
i , f̃ T

i

]T
.

Then the optimal formation tracking of UAVs is accom-
plished by forcing ℑi to converge to an arbitrarily small region
around origin in an optimal manner.

Proof: Based on (7) and (11), let us consider the entire
Lyapunov function

L =

N∑
i=1

(L i1 + L i2) (16)

Taking the time derivative of L along (10) and (14) gives

L̇ =−k2i

N∑
i=1

(
ei + f̃ i

)T∑
j∈N σ(t)

i

{
aσ(t)i j

(
ei −e j

)
+ aσ(t)i j

(
f̃ i − f̃ j

)}

+

N∑
i=1

(
eT

i f ∗

id + f̃ T
i Gi u∗

i + eT
i d i

)
−

N∑
i=1

(
k1i∥ei∥

2
+ k3i

∥∥ f̃ i

∥∥2
)

(17)

Let e =
[
eT

1 , eT
2 , · · · , eT

N

]T, f̃ = [ f̃ T
1 , f̃ T

2 , · · · , f̃ T
N ]

T and

3σ(t)
=

[
Lσ(t) Lσ(t)
Lσ(t) Lσ(t)

]
. Then, the following equality holds

N∑
i=1

(
ei + f̃ i

)T ∑
j∈N σ(t)

i

{
aσ(t)i j

(
ei − e j

)
+ aσ(t)i j

(
f̃ i − f̃ j

)}

=

[
e
f̃

]T(
3σ(t)

⊗ I3
)[ e

f̃

]
(18)

Assuming that graph Gσ(t) is uniformly connected, Lσ(t)
is symmetric and positive semi-definite, and further 3σ(t) is
positive semi-definite. Then, it holds that

−k2i

[
e
f̃

]T(
3σ(t)

⊗ I3
)[ e

f̃

]
≤ 0 (19)

Substituting (19) into (17) gives rise to

L̇ ≤

N∑
i=1

(
eT

i f ∗

id + f̃ T
i Gi u∗

i +eT
i d i

)
−

N∑
i=1

(
k1i∥ei∥

2
+k3i

∥∥ f̃ i

∥∥2
)

≤

N∑
i=1

{
ℑ

T
i

([
13×3 03×3
03×3 Gi

]
τ ∗

i +

[
13×3
03×3

]
d i

)}

− ci

N∑
i=1

∥ℑi∥
2 (20)

It follows from (20) that when τ ∗

i stabilizes the system (15),
the first term in right-hand side of (20) turns negative.

This completes the proof of Theorem 1. ■

B. Learning-Based Optimal Feedforward Control Design

In this section, a zero-sum game based optimal controller
is designed to stabilize the transformed error dynamics (15),
which forces ℑi to converge to an arbitrarily small region
around origin in an optimal manner.

Given the feedforward control policies τ ∗

i and d i , the infinite
horizon integral cost is defined as

Vi =

∫
∞

t

(
Q(ℑi )+ τ ∗

i
T Rττ

∗

i − dT
i Rd d i

)
dt (21)

where Q(ℑi ) = ℑ
T
i Qℑi is a penalty on the error ℑi , Rτ ∈

ℜ
6×6 and Rd ∈ ℜ

6×6 are positive design matrixes.
Then, the optimal cost for two-player zero-sum game can

be obtained

V ∗

i = min
τ ∗

i

max
di

∫
∞

t

(
Q(ℑi )+ τ ∗

i
T Rττ

∗

i − dT
i Rd d i

)
dt (22)

In view of the value function (21), the Hamiltonian function
associated with feedforward control policies τ ∗

i and d i is
defined as

Hi = Q(ℑi )+ τ ∗T
i Rττ

∗

i − dT
i Rd d i + ∇V T

i

(
C iτ

∗

i + K i d i
)

(23)

where ∇Vi = ∂Vi
/
∂ℑi ∈ ℜ

6.
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Fig. 2. Overall design framework of proposed control methodology.

Based on the stationarity condition of Nash equilibrium
for (23), the optimal feedforward control policies are obtained
by

τ̄
∗

i = −
1
2

R−1
τ CT

i ∇V ∗

i (24)

d∗

i =
1
2

R−1
d K T

i ∇V ∗

i (25)

where the optimal value function V ∗

i is the solution of follow-
ing Hamilton-Jacobi-Isaacs (HJI) equation

0 = −
1
4
∇V ∗T

i C i R−1
τ CT

i ∇V ∗

i +
1
4
∇V ∗T

i K i R−1
d K T

i ∇V ∗

i

+ Q(ℑi ) (26)

where ∇V ∗

i (0) = 0.
If the HJI equation can be solved by V ∗

i , the optimal
feedforward control policies τ̄ ∗

i and d∗

i can be implemented
by (24) and (25). However, the analytic solution to the HJI
equation is generally hard to obtain due to its inherently
nonlinear feature. To overcome this difficulty, a learning-based
control algorithm is proposed to learn the solution to the HJI
equation online using a critic ESN in order to get the optimal
feedforward control policies τ̄ ∗

i and d∗

i .

IV. ESN-BASED APPROXIMATION FOR VALUE FUNCTION

To implement the feedforward control policies, an online
critic ESN is used to approximate the optimal value function
as [35]

ḃi (t) =
1
β
(−αbi (t)+ φ(W 1iℑi (t)+ W 2i bi (t)))

∇V ∗

i (t) = W 3i [ℑi (t); bi (t)] + εi (ℑi (t), bi (t)) (27)

where α is a positive leaky rate, β is a positive time constant,
W 1i , W 2i and W 3i are weighted matrices for input, reservoir
states, and output of ESN, respectively. Thereinto, W 1i and
W 2i are always sparse matrices generated stochastically and
do not need to be tuned. Only W 3i is needed to trained.
The training of W 3i uses the gradient descent method in the
following. φ(·) is the reservoir unit function, ℑi (t) is the input
of ESN, εi (ℑi (t), bi (t)) is the approximation error. The output
activation function is taken as an identity function.

Remark 1: The main reasons of using ESN to approximate
the optimal value functions is that compared with the existing

NNs [36], the ESN uses a dynamical reservoir to replace
the hidden layer of the recurrent NNs. Hence, we only need
to train the output weight W 3i , which reduces the online
computation of weight tuning for UAV system.

Using (27), the optimal feedforward control policies are
given by

τ̄
∗

i = −
1
2

R−1
τ CT

i W 3i [ℑi (t); bi (t)] + ετ i (28)

d∗

i =
1
2

R−1
d K T

i W 3i [ℑi (t); bi (t)] + εdi (29)

where ετ i = −
1
2 R−1

τ CT
i εi and εdi =

1
2 R−1

d K T
i εi .

Assumption 1: [37] The approximation error εi is bounded
by ∥εi∥ ≤ κε with κε a positive constant. Then it follows
that ∥ετ i∥ ≤ κετ and ∥εdi∥ ≤ κεd with κετ and κεd positive
constants.

Substituting (27) into the HJI equation (26) gives

εHJI
i = −

1
4
(W 3i [ℑi (t);bi (t)])T Pτ i W 3i [ℑi (t);bi (t)]

+
1
4
(W 3i [ℑi (t); bi (t)])T Pdi W 3i [ℑi (t); bi (t)]

+ Q(ℑi ) (30)

where Pτ i = C i R−1
τ CT

i , Pdi = K i R−1
d K T

i , and εHJI
i is the

residual error arising from ESN approximation.
Since the ideal W 3i is unknown, we let Ŵ 3i be the estimate

of W 3i , and we define W̃ 3i = W 3i − Ŵ 3i . Then, ∇V ∗

i (ℑi (t))
can be estimated as

∇ V̂ ∗

i (t) = Ŵ 3i [ℑi (t); bi (t)] (31)

Substituting (31) into (24) and (25), the estimated optimal
feedforward control policies are given by

τ̂ ∗

i = −
1
2

R−1
τ CT

i Ŵ 3i [ℑi (t); bi (t)] (32)

d̂ i =
1
2

R−1
d K T

i Ŵ 3i [ℑi (t); bi (t)] (33)

The approximate Hamiltonian function is obtained as

Ĥi =
(
Ŵ 3i [ℑi (t); bi (t)]

)T(C i τ̂
∗

i +K i d̂ i
)
+ Q(ℑi )

+ τ̂ ∗T
i Rτ τ̂

∗

i − d̂T
i Rd d̂ i

1
= eHi (34)

Then, it follows along (30)-(33) that

eHi =
(
W̃ 3i [ℑi (t); bi (t)]

)T(
C i τ̂

∗

i + K i d̂ i
)
− εHJI

i
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−
1
4

(
W̃ 3i [ℑi (t); bi (t)]

)T Pτ i W̃ 3i [ℑi (t); bi (t)]

+
1
4

(
W̃ 3i [ℑi (t); bi (t)]

)T Pdi W̃ 3i [ℑi (t); bi (t)] (35)

It is desired to select W̃ 3i to minimize the squared residual
error EHi =

1
2 e2

Hi by the gradient descent algorithm. Then,
the tuning law of Ŵ 3i is designed as

˙̂W 3i =−λi
∂EHi

∂Ŵ 3i
=−λi

(
C i τ̂

∗

i + K i d̂ i
)
[ℑi (t); bi (t)]TeHi

(36)

where λi is a positive tuning parameter.
Remark 2: Before starting the training process, an initial

admissible control signal is necessary. In [38, Definition 1],
[39, Definition 1], and [40, Assumption 1], the initial admis-
sible control solution is assumed to be existent a priori in the
stability analysis and is chosen manually in simulation and
experimental examples. This priori assumption is practically
difficult or even impossible to be satisfied since the output
weights of the ESNs generally have dozens of dimensions [35].
We remove the initial admissible control condition by propos-
ing new piecewise adaptation laws (38) for the critic ESN with
the help of a newly proposed operator 0i (39) which is selected
based on Lyapunov’s sufficient condition (37). This operation
is desired to pull the controller back to the admissible range
when the control is not admissible.

Remark 3: In terms of tuning law (36), the persistency of
excitation (PE) condition is needed to guarantee the conver-
gence of Ŵ 3i . Generally, the PE condition is directly assumed
to be satisfied [38, eq. (27)], and is always satisfied by
exerting probing noise on the system dynamics [39, eq. (28)].
While in [40, Section III.C], the PE condition is solved by
so-called experience replay strategy in the sense of collecting
and training massive amounts of recorded data. In contrast
with aforementioned methods, we attempt to remove the PE
assumption via an adaptive manner by introducing appropriate
compensation terms (40), (41) in the adaptation laws (36) of
the critic ESN. On the one hand, to stabilize the instability
terms of (36) caused by the absence of the PE assumption,
we introduce the compensation terms (40) in the adaptation
law (36). On the other hand, to offset the superfluous terms
of Ŵ 3i in (46), the compensation terms (41) are designed
combined with the adaptation laws (36).

To remove the requirement of initial admissible control pair,
we introduce a Lyapunov function candidate L i3 satisfying

L̇ i3 = −
1
2
∇Lℑi T

i3 Pτ i Ŵ 3i [ℑi (t);bi (t)]

+
1
2
∇Lℑi T

i3 Pdi Ŵ 3i [ℑi (t);bi (t)] (37)

where ∇Lℑi
i3 denotes the partial derivative of L i3 with respect

to ℑi .
Lemma 1: [41] Given the transformed error dynamics (15)

with associated value function (21) and optimal control
policies (24) and (25), it is supposed that there exists a
continuously differentiable Lyapunov function L i3 such that
L̇ i3 = ∇Lℑi T

i3

(
C i τ̄

∗

i + K i d∗

i

)
< 0. Let Rℑi be an

appropriate positive definite matrix. Then it holds that
∇Lℑi T

i3

(
C i τ̄

∗

i + K i d∗

i

)
= −∇Lℑi T

i3 Rℑi∇Lℑi
i3 .

Based on (37), a compensation term is designed as

T 1i = − 0iλi
∂ L̇ i3

∂Ŵ 3i
=

1
2
0iλi Pτ i∇Lℑi

i3 [ℑi (t); bi (t)]T

−
1
2
0iλi Pdi∇Lℑi

i3 [ℑi (t); bi (t)]T (38)

where the operator 0i is defined as

0i =

{
0, if ∇Lℑi T

i3

(
C i τ̂

∗

i + K i d̂ i
)
< 0

1, else
(39)

Remark 4: The operator 0i is chosen based on Lyapunov’s
sufficient condition for stability. This operation is desired to
pull the controller back to the admissible range when the
control is not admissible. If the closed-loop system is unstable,
the operator 0i = 1, (38) will be activated, which turns
L̇ i3 < 0 hold true. Otherwise, the operator 0i = 0, and (38)
do not take effect.

To relax the PE condition, the following compensation terms
are introduced in the tuning law for Ŵ 3i as follows.

T 2i =λiσi M i [ℑi (t); bi (t)]T (40)

T 3i = −
1
4
λi M i

T Pτ i M i H i [ℑi (t); bi (t)]T

+
1
4
λi M i

T Pdi M i H i [ℑi (t); bi (t)]T (41)

where M i = Ŵ 3i [ℑi (t); bi (t)], H i = C i τ̂
∗

i + K i d̂ i , and σi is
a learning rate.

Based on (38)-(41), the new tuning law of Ŵ 3i denotes
˙̂W 3i = − λi H i [ℑi (t); bi (t)]TeHi + λiσi M i [ℑi (t); bi (t)]T

−
1
4
λi MT

i Pτ i M i H i [ℑi (t); bi (t)]T

+
1
4
λi MT

i Pdi M i H i [ℑi (t); bi (t)]T

+
1
2
0iλi Pτ i∇Lℑi

i3 [ℑi (t); bi (t)]T

−
1
2
0iλi Pdi∇Lℑi

i3 [ℑi (t); bi (t)]T (42)

V. STABILITY ANALYSIS

Theorem 2: Consider the transformed error dynamics (15).
Let the ESN weight tuning law be provided by (42). The
feedforward control policies are given by (32) and (33).
With the Assumption 1, the tracking error ℑi and the weight
estimation error W̃ 3i are uniformly ultimately bounded (UUB).

Proof: Consider the following Lyapunov function candidate

L i4 = L i3 +
1

2λi
tr
(

W̃T
3i W̃ 3i

)
(43)

Taking the time derivative of (43) gives

L̇ i4 = ∇Lℑi
i3 H i +

1
λi

tr
(

˙̃WT
3i W̃ 3i

)
(44)

Using (35) and (42), it follows that

˙̃W 3i = − λi H i [ℑi (t); bi (t)]T
(

M̃T
i H i −

1
4

M̃T
i Pτ i M̃ i
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+
1
4

M̃T
i Pdi M̃ i − εHJI

i

)
− λiσi M i [ℑi (t); bi (t)]T

+
1
4
λi H i [ℑi (t); bi (t)]T MT

i Pτ i M i

−
1
4
λi H i [ℑi (t); bi (t)]T MT

i Pdi M i

−
1
2
0iλi Pτ i∇Lℑi

i3 [ℑi (t); bi (t)]T

+
1
2
0iλi Pdi∇Lℑi

i3 [ℑi (t); bi (t)]T (45)

where M̃ i = W̃ 3i [ℑi (t); bi (t)].
Substituting (45) into (44), the term tr

(
˙̃WT

3i W̃ 3i
)

becomes

1
λi

tr
(

˙̃WT
3i W̃ 3i

)
= −tr

(
M̃T

i H i HT
i M̃ i

)
+ tr

(
σi M̃T

i M̃ i

)
+

1
4

tr
(
(W 3i [ℑi (t); bi (t)])T Pτ i W 3i [ℑi (t); bi (t)]HT

i M̃ i
)

−
1
4

tr
(
(W 3i [ℑi (t); bi (t)])T Pdi W 3i [ℑi (t); bi (t)]HT

i M̃ i
)

− tr
(
σi (W 3i [ℑi (t); bi (t)])T M̃ i

)
+ tr

(
εHJI

i HT
i M̃ i

)
−

1
2

tr
(

M̃T
i Pτ i W 3i [ℑi (t); bi (t)]HT

i M̃ i

)
+

1
2

tr
(

M̃T
i Pdi W 3i [ℑi (t); bi (t)]HT

i M̃ i

)
−

1
2

tr
(
0i [ℑi (t); bi (t)]∇Lℑi T

i3 PT
τ i W̃ 3i

)
+

1
2

tr
(
0i [ℑi (t); bi (t)]∇Lℑi T

i3 PT
di W̃ 3i

)
(46)

Define

N i = H i HT
i +

1
2

Pτ i W 3i [ℑi (t); bi (t)]HT
i

−
1
2

Pdi W 3i [ℑi (t); bi (t)]HT
i − σi I6 (47)

Si =
1
4
(W 3i [ℑi (t); bi (t)])T Pτ i W 3i [ℑi (t); bi (t)]HT

i

−
1
4
(W 3i [ℑi (t); bi (t)])T Pdi W 3i [ℑi (t); bi (t)]HT

i

− σi (W 3i [ℑi (t); bi (t)])T+εHJI
i HT

i (48)

Combining (46)-(48), (44) can be rewritten as

L̇ i4 =∇Lℑi T
i3 H i − tr

(
M̃T

i N i M̃ i

)
+ tr

(
Si M̃ i

)
−

1
2

tr
(
0i [ℑi (t); bi (t)]∇Lℑi T

i3 PT
τ i W̃ 3i

)
+

1
2

tr
(
0i [ℑi (t); bi (t)]∇Lℑi T

i3 PT
di W̃ 3i

)
(49)

It can be concluded from [41] that Si is bounded by ∥Si∥ ≤

κs . Let the parameters Pτ i , Pτ i and σi be chosen such that
λmin(N i )> 0. Then it follows that

L̇ i4 ≤∇Lℑi T
i3 H i − λmin(N i )

∥∥M̃ i
∥∥2

+ κs
∥∥M̃ i

∥∥
−

1
2

tr
(
0i [ℑi (t); bi (t)]∇Lℑi T

i3 PT
τ i W̃ 3i

)
+

1
2

tr
(
0i [ℑi (t); bi (t)]∇Lℑi T

i3 PT
di W̃ 3i

)
(50)

According to (39), two cases of 0i = 0 and 0i = 1 are
analyzed as follows.

Case 1: 0i = 0, which indicates that ∇Lℑi T
i3 H i < 0.

It follows from (50) that

L̇ i4 ≤ − κℑ

∥∥∥∇Lℑi
i3

∥∥∥ − λmin(N i )
∥∥M̃ i

∥∥2
+ κs

∥∥M̃ i
∥∥

= − κℑ

∥∥∥∇Lℑi
i3

∥∥∥ − λmin(N i )

(∥∥M̃ i
∥∥ −

κs

2λmin(N i )

)2

+
κ2

s

4λmin(N i )
(51)

Give the following inequalities∥∥∥∇Lℑi
i3

∥∥∥ > κ2
s

4κℑλmin(N i )
(52)

or ∥∥M̃ i
∥∥ > κs

λmin(N i )
(53)

hold true, then L̇ i4 < 0 is satisfied.
Case 2: 0i = 1, which means that ∇Lℑi T

i3 H i ≥ 0. Then (50)
further satisfies

L̇ i4 ≤∇Lℑi T
i3 H i − λmin(N i )

∥∥M̃ i
∥∥2

+ κs
∥∥M̃ i

∥∥
−

1
2

tr
(

[ℑi (t); bi (t)]∇Lℑi T
i3 PT

τ i W̃ 3i

)
+

1
2

tr
(

[ℑi (t); bi (t)]∇Lℑi T
i3 PT

di W̃ 3i

)
(54)

By adding and subtracting ∇Lℑi T
i3 C i τ̄

∗

i and ∇Lℑi T
i3 K i d∗

i to
the right-hand side of (54), one arrives at

L̇ i4 ≤∇Lℑi T
i3

(
C i τ̄

∗

i + K i d∗

i

)
+ κs

∥∥M̃ i
∥∥ − λmin(N i )

∥∥M̃ i
∥∥2

+ ∇Lℑi T
i3

{
C i

(
τ̂ ∗

i − τ̄
∗

i

)
+ K i

(̂
d i − d∗

i

)}
−

1
2

tr
(

[ℑi (t); bi (t)]∇Lℑi T
i3 PT

τ i W̃ 3i

)
+

1
2

tr
(

[ℑi (t); bi (t)]∇Lℑi T
i3 PT

di W̃ 3i

)
(55)

Substituting (28), (29), (32) and (33) into (55), it follows

L̇ i4 ≤∇Lℑi T
i3

(
C i τ̄

∗

i + K i d∗

i

)
− ∇Lℑi T

i3 (C iετ i + K iετ i )

− λmin(N i )
∥∥M̃ i

∥∥2
+ κs

∥∥M̃ i
∥∥ (56)

Recalling Assumption 1, it can be concluded that
∥C iετ i + K iετ i∥ ≤ κc with κc a positive parameter.

L̇ i4 ≤ − λmin(Rℑi )

∥∥∥∇Lℑi
i3

∥∥∥2
+ κc

∥∥∥∇Lℑi
i3

∥∥∥
− λmin(N i )

∥∥M̃ i
∥∥2

+ κs
∥∥M̃ i

∥∥
≤ − λmin(Rℑi )

(∥∥∥∇Lℑi
i3

∥∥∥ −
κc

2λmin(Rℑi )

)2

− λmin(N i )

(∥∥M̃ i
∥∥ −

κs

2λmin(N i )

)2

+ ζi (57)

where ζi =
κ2

s
4λmin(N i )

+
κ2

c
4λmin(Rℑi )

.
If the following inequalities∥∥∥∇Lℑi

i3

∥∥∥ > κc

2λmin(Rℑi )
+

√
ζi

λmin(Rℑi )
(58)
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or ∥∥M̃ i
∥∥ > κs

2λmin(N i )
+

√
ζi

λmin(N i )
(59)

hold true, there exists L̇ i4 < 0.
This completes the proof of Theorem 2. ■
Theorem 3: With the Assumption 1, the feedback policy

pair (̂τ ∗

i , d̂ i ) converges to the approximate Nash equilibrium
solution of the zero-sum game, i.e.,

∥∥τ̄
∗

i − τ̂ ∗

i

∥∥ and ∥d∗

i − d̂ i∥

are UUB.
Proof: From (28), (29), (32) and (33), it follows that∥∥∥τ̄

∗

i − τ̂ ∗

i

∥∥∥ ≤
1
2
∥−R−1

τ CT
i W̃ 3i [ℑi (t); bi (t)]∥ (60)

∥d∗

i − d̂ i∥ ≤
1
2
∥−R−1

d K T
i W̃ 3i [ℑi (t); bi (t)]∥ (61)

Invoking the Theorem 2, [ℑi (t); bi (t)] is bounded by
∥[ℑi (t); bi (t)]∥ ≤ bz , then it follows that∥∥∥τ̄

∗

i − τ̂ ∗

i

∥∥∥ ≤
1
2
λmax

(
R−1
τ CT

i

)
bz W̃ 3i (62)

∥d∗

i − d̂ i∥ ≤
1
2
λmax

(
R−1

d K T
i

)
bz W̃ 3i (63)

Recalling the boundedness of W̃ 3i , it is obvious that∥∥τ̄
∗

i − τ̂ ∗

i

∥∥ and ∥d∗

i − d̂ i∥ are UUB. This completes the proof
of Theorem 3. ■

VI. EXPERIMENT AND SIMULATION VALIDATION

To showcase the effectiveness of our proposed control
algorithm, comprehensive flight tests encompassing both
experimental and simulated validations are conducted in the
presence of complex disturbances. In Section A, an experimen-
tal test utilizing the Links-RT UAV Platform is constructed to
validate the effectiveness of proposed controller. Additionally,
in Section B, the comparisons with state-of-the-art approaches
are presented through simulation validation, thereby demon-
strating the superiority of our proposed controller. These two
sections encompass two representative flight tasks: low altitude
penetration with formation reconfiguration and coordinated
turn with formation keeping.

A. Support of Proposed Algorithm Validation by Experiment
Test

To demonstrate the feasibility of proposed controller, the
experimental validation is carried out based on the Links-RT
UAV Platform (supported by Beijing Links Co., Ltd.). The
overall experiment setup and detailed hardcore parts of
Links-RT UAV Platform are presented in Figs. 3-4. The
interactive relationship between functional units is depicted
in Fig. 5. The proposed controller is firstly implemented in
MATLAB. Then the code generation by Links-Auto Coder is
used to convert the MATLAB language into C code, which
is downloaded by Pixhawk. The Pixhawk is responsible for
executing the proposed control algorithm with a sampling
time of 2ms and generating pulse-width modulation (PWM)
signals, which are sent to the real-time simulator, where the
multi-UAV dynamics model is compiled and loaded into the

Fig. 3. Experiment prototype of the Links-RT UAV Platform.

Fig. 4. Hardcore parts of the Links-RT UAV Platform.

Fig. 5. Interactive relationship between functional units.

real-time simulator, such that the velocity and attitude motion
are calculated and transmitted to Pixhawk and monitoring
software, while presenting the 3D visual scenes in Tacview and
plotting the velocity and attitude tracking curves by MATLAB.

In the experiment test, the performance of our proposed
control scheme is assessed through a low altitude penetration
task for UAV formation reconfiguration. The planner path
profile of references is expressed as x0(θ0) = 0, y0(θ0) = 32θ0,
z0(θ0) = 500 − 20θ0(t ≤ 5) and z0(θ0) = 400(5 < t ≤ 14).
The initial values of the path parameters are taken as θ0 = 0rad
and θ̇0 = 1rad

/
s. The initial airspeed, heading angle and pitch

angle of each UAV are taken as V0 = 30m/s, ψ0 = π
/

2rad and
γ0 = − arctan

(
2
/

3
)
rad respectively. The time constant of pitch
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Fig. 6. 3D visual scenes displayed by Tacview.

Fig. 7. Position trajectories of UAV formation.

dynamics is chosen by κ = 1. The desired relative positions of
UAVs with respect to virtual leader and the preset topologies
are listed in Table I. Moreover, the flight test is performed for
the cases of complicated disturbances as follows.

ωx = 5 sin(0.1t)+ ξx

ωy = 3 cos(0.1t)+ ξy

ωz = 3 cos(0.5t)+ ξz (64)

where ξx , ξy and ξz represent random noise signal with a
normal distribution.

TABLE I
FORMATION RECONFIGURATION AND SWITCHING TOPOLOGIES

TABLE II
FORMATION KEEPING AND FIXED TOPOLOGIES

Remark 5: Different from the constant disturbances in [42],
[43] and low-frequency disturbance with small-value ampli-
tude in [44] and [45], the assumed disturbances (71) takes
into account the factors of electromagnetic interferences and
gusts among disturbances, which integrates the characteristics
of high-frequency vibration and large-value amplitude. This
disturbance set fits in the complex flight environment.

The control parameters of proposed feedback controller are
chosen as k1i = k2i = k3i = 90, i = 1, 2, 3. For learning-based
feedforward controller, we take Q = I6, Rτ = 108 I6 and
Rd = 108 I3. For ESN, the reservoir is selected as W 2 ∈

ℜ
100×100, the internal unit function φ is defined as an identity

function, and we select α = 10 and β = 10. To relax the
initial admissible control, the Lyapunov function L i3 is chosen
as L i3 = ℑ

T
i Qℑiℑi with Qℑi = I6, then it follows L̇ i3 =

2ℑ
T
i Qℑi (C i τ̂

∗

i + K i d̂ i ). The initial output weights are set to
be zero. The learning rates are selected by λi = σi = 10,
i = 1, 2, 3.

The 3D visual scenes displayed by Tacview are presented
in Fig. 6 (a)-(b). And the corresponding experimental results
drawn by MATLAB are exhibited in Figs. 7-11. Fig. 7 shows
the position trajectories of UAV formation, where the initial
configuration is described by a loose V shape, and the final
positions of UAV formation are realized by a close V one.
Fig. 8 presents the state responses for each UAV during flight.
And Fig. 9 describes the tracking errors for each UAV. It can
be observed from Fig. 9 that cooperative formation tracking
is well achieved by our proposed control algorithm. Taking
UAV1 for example, Fig. 10 gives the control signals and the
evolution of operator 0i is shown in Fig.11.

B. Comparison With State-of-the-Art by Simulation
Validation

To highlight the disturbance-rejection ability of our pro-
posed method, our proposed control algorithm is compared
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Fig. 8. Steady-state responses under proposed controller for low altitude penetration task: (a) Vi response (b) γi response (c) ψi response (d) xi response
(e) yi response (f) zi response.

Fig. 9. Tracking errors under proposed controller for low altitude penetration task: (a) Tracking errors for UAV1 (b) Tracking errors for UAV2 (c) Tracking
errors for UAV3.

Fig. 10. Control actions for UAV1: (a) Control input u11 (b) Control input u12 (c) Estimated optimal control policy û∗

1 .

with state-of-the-art approaches [3], [34] by simulation vali-
dation. The first comparative method is taken from [3], where
a conventional backstepping controller is considered. The
second comparative approach is a disturbance observer based
backstepping controller in [34].

In this section, the superiority of our proposed con-
trol scheme is emphasized through a coordinated turn with
formation keeping. The path profile of virtual leader is
expressed as x0(θ0) = 1000 cos θ0, y0(θ0) = 1500 sin(2θ0) and

z0(θ0) = 1000. The initial values of path parameters are taken
as θ0 = 0rad and θ̇0 = 0.01rad

/
s. The initial states for each

UAV are taken as V0 = 30m/s, ψ0 = π
/

2rad and γ0 = 0rad.
The time constant of pitch dynamics is chosen as κ = 1. The
preset desired relative positions of UAVs 1-3 with respect to
virtual leader and the fixed topologies are shown in Table II.
The complicated disturbances ωx , ωy and ωz are same as (64).

The control parameters of proposed feedback controller are
chosen as k1i = 100, k2i = 0.1, k3i = 100, i = 1, 2, 3.
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Fig. 11. Evolution of the operators 0i : (a) 01 (b) 02 (c) 03.

Fig. 12. Tracking errors under the proposed controller and comparative controllers. (a) ex1 response (b) ey1 response (c) ez1 response.

TABLE III
TRANSIENT AND STEADY-STATE PERFORMANCES UNDER DIFFERENT CONTROLLERS

For learning-based feedforward controller, we take Q = I6,
Rτ = I6 and Rd = I3. For ESN, the reservoir is selected
as W 2 ∈ ℜ

1000×1000, the internal unit function φ is defined
as an identity function, and we select α = 10 and β = 10.
To relax the initial admissible control, the Lyapunov function
L i3 is chosen as L i3 = ℑ

T
i Qℑiℑi with Qℑi = I6, then one has

L̇ i3 = 2ℑ
T
i Qℑi (C i τ̂

∗

i + K i d̂ i ). The initial output weights are
set to be zero. The learning rates are selected by λi = σi = 10,
i = 1, 2, 3.

Taking the UAV1 for example, Fig. 8 shows the curves
of formation tracking errors under three different controllers.
It is observed from Fig. 8 that with the help of feed-
back compensation of the learning-based algorithm, our
proposed method exhibits a stronger disturbance-rejection
ability in the presence of complicated disturbances. To visu-
ally evaluate the tracking performances of different con-
trollers, the indices of the maximum error fluctuations, offset
errors and integral of absolute errors are listed Table III,
which validates the superiority of our proposed control
scheme.

VII. CONCLUSION

This paper has presented a feedforward-feedback learning-
based optimal control scheme to provide the cooperative UAV
formation tracking in the presence of complicated distur-
bances. A two-player zero-sum game framework is designed,
where the critic ESN is derived to approximate the optimal
feedforward policies. To remove the PE condition and the
requirement of initial admissible control in weight tuning
law, appropriate compensation terms and a new Lyapunov
function have been introduced into adaptive tuning laws. Sim-
ulation results have validated the effectiveness and superiority
of our proposed control algorithm over the state-of-the-art
approaches. One of future researches would be the extension
of our control design to complex networked systems.
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[35] H. Jaeger, M. Lukoševičius, D. Popovici, and U. Siewert, “Optimization
and applications of echo state networks with leaky- integrator neurons,”
Neural Netw., vol. 20, no. 3, pp. 335–352, Apr. 2007.

[36] J. M. Keller, D. Liu, and D. B. Fogel, Recurrent Neural Networks.
Hoboken, NJ, USA: Wiley, 2016.

[37] Z. Shi and M. Han, “Support vector echo-state machine for chaotic
time-series prediction,” IEEE Trans. Neural Netw., vol. 18, no. 2,
pp. 359–372, Mar. 2007.

[38] K. G. Vamvoudakis and F. L. Lewis, “Online actor-critic algorithm to
solve the continuous-time infinite horizon optimal control problem,”
Automatica, vol. 46, no. 5, pp. 878–888, May 2010.

[39] J. Qin, M. Li, Y. Shi, Q. Ma, and W. X. Zheng, “Optimal synchroniza-
tion control of multiagent systems with input saturation via off-policy
reinforcement learning,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30,
no. 1, pp. 85–96, Jan. 2019.

[40] X. Yang and H. He, “Adaptive critic learning and experience replay
for decentralized event-triggered control of nonlinear interconnected
systems,” IEEE Trans. Syst., Man, Cybern., Syst., vol. 50, no. 11,
pp. 4043–4055, Nov. 2020.

[41] H. Zhang, L. Cui, and Y. Luo, “Near-optimal control for nonzero-sum
differential games of continuous-time nonlinear systems using single-
network ADP,” IEEE Trans. Cybern., vol. 43, no. 1, pp. 206–216,
Feb. 2013.

[42] Z. Yu, Y. Qu, and Y. Zhang, “Distributed fault-tolerant cooperative
control for multi-UAVs under actuator fault and input saturation,” IEEE
Trans. Control Syst. Technol., vol. 27, no. 6, pp. 2417–2429, Nov. 2019.

[43] K. Klausen, C. Meissen, T. I. Fossen, M. Arcak, and T. A. Johansen,
“Cooperative control for multirotors transporting an unknown suspended
load under environmental disturbances,” IEEE Trans. Control Syst.
Technol., vol. 28, no. 2, pp. 653–660, Mar. 2020.

[44] S. Shao, M. Chen, and Y. Zhang, “Adaptive discrete-time flight control
using disturbance observer and neural networks,” IEEE Trans. Neural
Netw. Learn. Syst., vol. 30, no. 12, pp. 3708–3721, Dec. 2019.

[45] Y. Chen, R. Yu, Y. Zhang, and C. Liu, “Circular formation flight
control for unmanned aerial vehicles with directed network and external
disturbance,” IEEE/CAA J. Autom. Sinica, vol. 7, no. 2, pp. 505–516,
Mar. 2020.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: China University of Petroleum. Downloaded on August 02,2024 at 02:29:55 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1109/TAES.2023.3311420


ZHANG et al.: LEARNING-BASED OPTIMAL COOPERATIVE FORMATION TRACKING CONTROL 13

Boyang Zhang received the Ph.D. degree from
the Department of Equipment Management and
Unmanned Aerial Vehicle Engineering, Air Force
Engineering University, Xi’an, China, in 2022. He is
currently with the Beijing Blue Sky Science and
Technology Innovation Center. His research interests
include adaptive learning control, distributed control,
reinforcement learning, and intelligent decision-
making, with applications in multi-agent systems,
hypersonic vehicles, and unmanned autonomous
systems.

Maolong Lv received the Ph.D. degree from the
Delft Center for Systems and Control, Delft Uni-
versity of Technology, The Netherlands, in 2021.
He is currently with Air Force Engineering Univer-
sity. His research interests include adaptive learning
control, distributed control, reinforcement learning,
and intelligent decision-making, with applications in
multi-agent systems, hypersonic vehicles, unmanned
autonomous systems.

He received the Descartes Excellence Fellowship
from the French Government in 2018, which allowed

him a research visit with the University of Grenoble, from 2018 to 2019,
working on adaptive networked systems, with an emphasis on traffic with
human driven and autonomous vehicles. He also received the Young Talent
Support Project for Military Science and Technology, the Young Talent Fund
of Association for Science and Technology in Shaaxi, and the Post-Doctoral
International Exchange Program in 2022. He is currently an Editor of
Aerospace and Measurement and Control.

Shaohua Cui received the M.S. degree from the
School of Traffic and Transportation, Systems Sci-
ence Institute, Beijing Jiaotong University. He is
currently pursuing the Ph.D. degree with the School
of Transportation Science and Engineering, Beihang
University. He has focused on traffic flow analysis,
vehicle control, adaptive control, robust control, and
non-smooth nonlinearities.

Xiangwei Bu received the B.S., M.S., and Ph.D.
degrees from Air Force Engineering University,
Xi’an, China, in 2010, 2012, and 2016, respectively.

He is currently an Associate Professor with the Air
and Missile Defense College, Air Force Engineering
University, and also with the School of Astro-
nautics, Northwestern Polytechnical University. His
research interests include advanced control theory
and its applications. He is an Editorial Board Mem-
ber of Advances in Mechanical Engineering and
Measurement and Control.

Ju H. Park (Senior Member, IEEE) received the
Ph.D. degree in electronics and electrical engi-
neering from the Pohang University of Science
and Technology (POSTECH), Pohang, Republic of
Korea, in 1997. He joined Yeungnam University,
Kyongsan, Republic of Korea, in March 2000,
where he is currently the Chuma Chair Professor.
His research interests include control engineering,
neural/complex networks, and fuzzy systems.

He is a fellow of the Korean Academy of Science
and Technology (KAST). Since 2015, he has been

a recipient of the Highly Cited Researchers Award by Clarivate Analytics
and listed in three fields, engineering, computer sciences, and mathematics,
from 2019 to 2022. He is an Associate Editor of some journals, including
IEEE TRANSACTIONS ON FUZZY SYSTEMS, IEEE TRANSACTIONS ON
NEURAL NETWORKS AND LEARNING SYSTEMS, IEEE TRANSACTIONS ON
CYBERNETICS, and Nonlinear Dynamics.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: China University of Petroleum. Downloaded on August 02,2024 at 02:29:55 UTC from IEEE Xplore.  Restrictions apply. 


